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Abstract — In mobile devices, perceived speech signal detoriates significantly in the presence of near-end noise as it reaches directly at 
the listener's ears. There is an inherent need to improve the clarity and quality of the received speech signal in noisy environments by 
incorporating speech enhancement algorithms. This paper focuses on speech enhancement method including simultaneous masking 
properties of the human ear to select only audible samples of speech signals and to improve the intelligibility and quality of the speech 
signal. Speech enhancement algorithm is implemented by dynamically enhancing the speech signal when the near-end noise dominates. 
Intelligibility and quality of enhanced speech signal are measured using SII and PESQ. Experimental results show that the intelligibility and 
quality improvement of the speech signal with the proposed approach over the unprocessed far-end speech signal. This particular 
approach is far more efficient in overcoming the degradation of speech signals in noisy environments. 

Index Terms — Gain, Maskers, Near-end noise, Speech enhancement, Speech intelligibility index, Speech quality, Psychoacoustic.   

——————————      —————————— 

1 INTRODUCTION                                                                     

obile phones are the most popular consumer devices in 
the present day. For a conversation in silent environ-

ments, less speech energy is required for the speakers to un-
derstand each other. However, for instance, if the vehicle pass-
es by, the conversation is severely disturbed [4]. To overcome 
this effect, we should either wait until the vehicle passes or 
raise the signal to produce more speech energy and increase 
loudness. The external volume control of the mobile phones 
cannot be used for this purpose as background noise changes 
dynamically. As the noise signal cannot be fabricated for near-
end noise, a reasonable approach is to manipulate the speech 
signal depending on the surrounding noise [7]. Hence, neces-
sitates the development of speech enhancement algorithms to 
increase speech perception in adverse listening conditions.  

The presence of noise masks the speech signal and makes it 
less audible. This effect is called masking, and it can be of two 
types, one simultaneous masking (a sound is masked when 
another sound is present) and another temporal masking (the 
sound is masked by noise before and after high noise occurs). 
Hence, the speech signal needs to be enhanced considering 
these situations also. The idea of studying masking effects in 
speech signal enhancement is to remove the non-audible spec-
tral components of speech and the masked speech signals. 

The procedures proposed for far-end noise cancelation 
techniques discussed in the literature [18], [19], [20] are not 
suitable. It focuses on mitigating background noise on the 
speaker-end rather at the receiver. Several speech enhancement 

approaches to mitigate the effect of near-end noise are dis-
cussed by Bastian S. et al., [4], [5], [6] and Taal C.H. et al., [7], 
[8]. [4] investigates listening enhancement under the constraint 
that the processed signal power is strictly equal to the received 
signal power. Near-end listening enhancement (NELE) algo-
rithm by Bastian S. et al., in [5] maximizes the speech intelligi-
bility index (SII) [14] and thus the speech intelligibility with 
selective frequency enhancing of the speech signal power.  

Two SII based NELE algorithms are compared by Taal C.H. 
et al., in [7] to optimize the speech intelligibility in the pres-
ence of near-end noise. Paper focuses on new linear filtering of 
speech prior to the degradation due to near-end noise. He 
solved constrained optimization problem of [5] using a non-
linear approximation of the speech intelligibility which is ac-
curate for lower SNRs. Speech enhancement process in [1] in-
creases speech signal above the near-end noise and avoids 
listener fatigue. In [2], [3] speech samples are given relative 
weight using absolute threshold hearing but do not include 
the masking effect of signals. Approaches in [1], [2], [3] do not 
consider the audible speech samples, rather involves the en-
hancement of both audible and non-audible samples, and re-
sults in waste of speech energy. NELE algorithm by Teddy S. 
et al., [10], [11] provides an operative model of temporal mask-
ing, which uses a fractional bark gammatone filter bank relat-
ed to the changes in speech improvement method.  

This paper discusses the speech enhancement methods in-
cluding the masking properties of the human ear. The paper is 
organized as follows: Section 2 describes NELE in frequency 
domain with implementation details. In section 3, loudness 
computation procedure is explained. In section 4 and 5 exper-
imental results and, conclusions are discussed. 
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2 NELE IN FREQUENCY DOMAIN 
We propose a frequency domain (including simultaneous 
masking properties) NELE approach for improving the speech 
signal perception in a noisy environment. We assume that a 
clean speech signal with far-end noise removed (using noise-
cancellation techniques) is available. Degradation of intelligi-
bility due to the presence of near-end noise can be reduced by 
pre-processing the clean speech signal before played in noisy 
environments or fed to the mobile loudspeakers. Fig. 1 illus-
trates the overall block diagram of the proposed approach. 
The speech samples are to be enhanced by multiplying with a 
dynamic gain by comparing the energies of speech and noise 
samples. The surrounding noise can be recorded using a 
dummy microphone in mobile phones. The loudness of the 
near-end noise and speech samples are calculated (refer Fig. 2) 
and compared, and gain is computed for improving the 
speech signal in pre-processor block when the near-end noise 
dominates the received clean speech signal. 

Noise and speech signals are dynamic in nature. The vari-
ance in the noise signal is altered to get the required Signal to 
Noise Ratio (SNR) using (1). For illustration, SNR is varied 
from -15 to 20 dB. 
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where n and s are recorded noise and speech signal. 

Steps involved in frequency domain approach for en-
hancement of speech samples when noise dominants are: 
Step 1: Record the noise and speech signal for a finite duration 
with a sampling rate of 8000 samples/sec. 
Step 2: Compute loudness of noise and speech samples 
The speech loudness of a frame is calculated using (2). 
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where xi is the sample at the ith location, N is the total number 
of perceivable samples in a frame.  

Repeat the loudness calculation for every frame and the 
same procedure is used to compute the loudness of the noise 
samples. 

 
Fig. 1. Proposed block diagram for speech enhancement. 

 
Step 3: Derive Gain 

The suitable gain for a couple of speech and noise frames is 
user specific and depends on multiple constraints.  
When the speech loudness (ls) is less than noise loudness (ln), 
then compute ∆, 

∆ = (ln - ls)                                            (3) 

For a speech signal to be heard, ls must be greater (by Γ dB) 
than ln in a noisy environment and Γ is set to 3 dB. Then gain 
can be derived using an empirical formula given in (4). 

                             
)

10
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                                         (4) 

Gain calculated using (4) for adjacent frames vary more ran-
domly, hence to scale the gain, and it is multiplied by a com-
pensation factor,Ε . It can be arbitrarily chosen (< 1) depend-
ing on noisy environment. Hence, the gain can be computed 
using (5). 

 Ε⋅G =G                        (5) 

When ls is greater than (by 3 dB) ln then no enhancement is 
required and gain is set to 1. 
Step 4: Gain Smoothening  
The computed gain when multiplied with the speech samples 
results in sudden change in signal levels. Hence gain computed 
using (5) is to be limited to avoid clicks and pops due to erratic 
changes in the output level which fatigues the human ear.  

The gain obtained in the current frame is averaged with the 
previous and future frames to make the gain variation smooth 
using (6). Depending on the delay tolerable by the system, 
number of pre and post frames can be decided. For example, if 
gain variations in adjacent frames are minimal, it is suffices to 
consider the immediate preceding and succeeding frame.  
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where i, current frame and N, number of frames. 
Step 5: Multiply averaged gain with the speech samples 
Multiply averaged gain, Gavg of every frame with perceivable 
speech samples of respective frames, to enhance the speech 
samples. Improved speech samples should not exceed the 
maximum spectrum level (90 dB [4]). If an enhanced speech 
sample value exceeds the maximum energy [4] of the mobile 
speaker [6], then limit the minimum and maximum values 
computed by normalizing the samples. 

3 LOUDNESS COMPUTATION  

The psychoacoustic studies have revealed that the reception of 
all the frequencies by a human ear is not the same. Due to the 
presence of various sounds in the environment along with the 
masking effects leads to evidence that we can remove the ines-
sential data in the speech signal. The two traits of the human 
auditory system that constitute the psychoacoustic model are: 
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absolute threshold of hearing (ATH) and auditory masking. 
They provide a method of finding samples of a signal that are 
not audible. 
 
3.1 Absolute Threshold of Hearing  
The ATH is the minimum sound level of a pure tone that an 
average listener with normal hearing can hear in the absence 
of extraneous sounds, also known as the auditory threshold or 
threshold in quiet. The threshold in quiet (dB) [13], is approx-
imately calculated using (6) in [1]. The audio frequency of a 
human that ranges from 20 to 20,000 Hz can be split up into 
critical bandwidths, which are non-linear, non-uniform, and 
are dependent on the perceived sound. Signals present in a 
critical band are difficult to separate for a listener. A measure 
of frequency based on critical bandwidths is the Bark. 

The relation between frequency and Bark [13] is given using 
(7), where LHS represents the frequency in Hz, and the RHS 
represents the equivalent Bark. Bark bandwidth is smaller at 
low frequencies (in Hz) and larger at high ones. Discard the 
frequency components that have the power levels below the 
auditory threshold. The listener will not be able to hear these 
frequencies of the signal.     

])
7500

farctan[(5.3)f00076.0arctan(3.1f 2+=                  (7) 

 
3.2 Auditory Masking 
Masking increases the threshold of a sound due to the pres-
ence of a masker sound. In the presence of maskers, threshold 
is changed in its vicinity of time and frequency. The masking 
[10-13] model preserve the audibility trait of the speech signals 
from the derived masking thresholds. 

For the proposed speech enhancement algorithm, we de-
termine: 

• Tone maskers  
• Noise maskers  
• Combined masking effect of tone and noise maskers 

If any frequencies near to these maskers are below the mask-
ing threshold, those frequencies are not heard. 
 

Tone Maskers: For a signal frequency component to be a tone, 
it should be constant for a particular period. The signal fre-
quency with FFT index k is considered to be tone if its power P 
[k] satisfies the following two conditions: 

1. Should be more than P [k-1] and P [k+1], which indi-
cates that it is a local maximum.  

2. Should be 7 dB greater than the rest of the frequencies 
in its neighborhood (two).  

When found, take the power at one position previous to [k-1], 
and the one following [k+1] and merge it with the power of [k] 
to make a tone masker estimation.  
 
Noise Maskers: If a signal is not a tone, then consider all the 
frequency components that are not elements of a tone's neigh-

borhood as noise. Humans have a difficulty in discriminating 
signals inside a critical band. The noise inside each of the 
bands is pooled to appear as one mask. The notion is to find 
all the frequency components inside a critical band that does 
not lie in the vicinity of the tone, add them as one. Keep them 
at the mean (geometric) location inside the critical band and 
repeat the process for all critical bands.  

Next, remove maskers that are close to each other to opti-
mize the maskers. Retain the maskers possessing power above 
the ATH, and eliminate the remaining maskers because they 
will not be audible. Then the maskers that have other maskers 
within their critical bandwidth are located, and if found, the 
masker having lower power between them is set to zero be-
cause the human ear will not hear it. 
 
3.3 Masking Effect 
Spreading of masking determines the shape of the masking 
pattern of a masker to the lower and higher frequency of the 
masker. The masking curve shapes are easier to describe in the 
Bark scale that is linearly related to basilar membrane distanc-
es. The models of the spreading of masking are used to ap-
proximate simultaneous masking models that work in the fre-
quency domain. The maskers influence the frequencies inside 
a critical band, as well as those in the neighboring bands. In 
literature, it is indicated that the spreading of these maskers 
has a slope of +25 dB/Bark preceding and -10 dB/Bark follow-
ing the masker.  

The spreading of masking can be approximated as a func-
tion that relies on the maskee position i, and masker position j, 
the power spectrum Pt at j, and the difference in Bark scale 
between masker and maskee. SF is the spread function which 
is modelled as described in Table 1 and ‘i’ is maskee position. 
The masking thresholds and the masking effect of tone and 
noise maskers are calculated using (8) and (9) respectively. 
Here, Pt is the power spectrum of tone at j, Pn is the power 
spectrum of noise at ‘j’. Taking into account the ATH and spec-
tral densities of tone and noise maskers with all masking 
thresholds, determine the overall global masking threshold. 

Table 1. Conditions of spreading function. 

 
 

(8)                  6.025-j)SF(i,+z(j) 0.275-Pt(j) = j)(i, tm    

(9)                 2.025-j)SF(i,+z(j) 0.175-Pt(j) = j)(i, nm  
 

 
In this method we assume that the effects of masking are 

additive, the masking effect from all the maskers are summed 

Spread function, SF (i, j) Delta conditions, δM 
17δM - 0.4Pt(j)+11 -3 <= δM< -1 

(0.4Pt(j)+6)δM -1 <= δM< 0 
-17δM 0 <= δM< 1 

(0.15Pt(j)-17)δM - 0.15Pt(j) 1 <= δM< 8 
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when the tone masker and noise masker cross the ATH. Global 
masking threshold is the overall threshold obtained along 
with the spreading function and is called as the practical 
threshold of hearing (PATH).  

Detailed steps involved in the computation of loudness of 
the speech samples using above equations using MATLAB are 
illustrated in Fig. 2. Similarly, loudness of the noise samples is 
computed. The steps are repeated to compute the loudness of 
the entire signal. 

4 EXPERIMENTAL RESULTS  
Noise and speech signals with a sampling frequency of 8 kHz 
each is recorded for the duration of 4 seconds using 
GoldWave, an audio editor tool and is saved in .wav format 
for analyzing. The recorded signals have 32000 samples, and 
the samples are grouped into frames of size 256 each, resulting 
in 125 frames, with each frame corresponding to 32 ms. The 
power spectral density (PSD) of each frame is computed using 
256 point FFT. For multiple speech signals, the proposed algo-
rithm was checked in the presence of different near-end nois-
es. Two types of near-end (train and speech-shaped) noise 
with different SNRs are generated.  
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Loudness computation procedure. 
 

The variance in the recorded noise is adjusted to obtain the 
desired SNRs in the range of -15 to 20 dB. Verified clean and 

enhanced speech signals using both MATLAB and GoldWave. 
The result obtained by incorporating masking model for a 
frame of the recorded signal is discussed. Obtain the maskers 
(tone or noise) that are relevant for each frame, and compute 
the masking thresholds of each masker. Fig. 3 highlights the 
overall masking threshold for an arbitrary (23rd) frame of the 
speech signal. It is a cumulative effect of the spread function 
multiplied with ATH. The samples having power below PATH 
are unperceivable, and only samples above PATH are audible. 
Extract and store both types of samples in a separate buffer for 
every frame. Audible samples are used as input for the en-
hancement algorithm. 

After the samples that are above PATH (audible) are identi-
fied, loudness of both noise and speech samples are calculat-
ed. The loudness of speech and noise samples are compared 
frame wise, and the gain is calculated. Optimal/smoothened 
gain is computed by averaging gain using (6), and abrupt 
changes can be rectified in smoothed gain.  

4.1 Enhancement of the Speech Signal  
For enhancing the speech signal, we considered the following 
enhancement algorithm: 

1. Overall enhancement of speech signals (Time domain 
[2]) 

2. Enhance only speech samples above PATH  
3. Enhance only speech samples below PATH  

The energies of improved speech signals obtained in above 
three algorithms are plotted with respect to frames as shown 
in Fig. 4. 

 
Fig. 3. Overall masking threshold of a frame. 

 

Read the signal with Fs of 8000 Hz 
 

 Divide signal into frame of 256 samples 
 

Compute PSD of a frame  
 

Locate tone and noise maskers 
 

Optimize the maskers 
 

Compute global masking threshold of 
maskers (PATH) 

 
 

Select the samples above PATH 
 

Compute loudness of the signal 
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Fig. 4. Speech signal energies for different algorithms. 

From results it was later realized that the first approach is 
not valid because it enhances overall samples, including the 
samples that are not loud hence waste of mobile power/ bat-
tery. Also limits the gain range by unnecessary enhancement 
of unwanted samples. The second method is more practical 
than the first, since the samples above PATH that are audible 
are enhanced. In third one, when we enhance only samples 
below PATH, may create new maskers that induce change in 
PATH itself, hence cannot be considered. Spectrograms of the 
unprocessed speech and enhanced speech signal in presence 
of train and speech shaped near-end noise is shown in Fig. 5.  
 
4.2 Speech Intelligibility Measurement 
Performance of the proposed enhancement algorithms is eval-
uated in terms of the SII. Intelligibility of the enhanced speech 
signal is measured based on the standardized SII procedure as 
described in [14]. For calculating the SII, steps are outlined in 
[7], [8]. SII predictions are calculated for the unprocessed 
(original) and processed speech signals in presence of two 
near-end (train and speech-shaped) noise and is compared 
with [1] and [8]. SNR is varied in the range between -15 to 20 
dB for analyzing.  

 
Fig. 5. Spectrogram for (a) Speech signal (b) and (c) Enhanced 

speech signal in the presence of train and speech-shaped noise. 

 

The obtained results are plotted in Fig. 6 and 7 respectively, 
in presence of train and speech-shaped noise. In Fig. 6, SII is 
almost increased by 0.09 (9 %) and 0.12 (12%) when compared 
to [8] and [1] and around (0.2) 20 % w.r.t. unprocessed speech 
signal. In Fig. 7, SII is improved by 0.08 (8 %), 0.15 (15%) and 
(0.18) 18 % when compared to [8], [1] and unprocessed signal. 
[1] was not efficient in increasing intelligibility as overall sam-
ples are increased in number, but the proposed approach in-
creased the intelligibility in all SNR. Hence, the proposed 
method improves the intelligibility of speech signals as pre-
dicted by the speech intelligibility index.  

4.3 Speech Quality Measurement 
The speech quality of the enhanced speech signal is estimated 
using Perceptual Evaluation of Speech Quality (PESQ). Guide-
lines are provided in ITU-T recommendations P.800/P.830.  

 
Fig. 6. SII predictions in the presence of train noise. 

 
Fig. 7. SII predictions in the presence of speech-shaped noise. 

  
The PESQ score ranges from -0.5 to 4.5 in terms of quality of 
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speech signals. [15], [16], [17] provide accurate and repeatable 
estimates of speech quality degraded by noise. The quality of 
enhanced speech signal is measured using PESQ to verify 
whether increase in intelligibility degrades quality.  

Respective PESQ scores of enhanced (using PATH) signal in 
presence of train and speech-shaped noise for SNR in the 
range -15 to +15 dB are tabulated in Table 2. PESQref is the 
PESQ score for the clean speech and corrupted speech signal 
(because of near-end noise). PESQ score of the enhanced 
speech was measured and denoted as PESQproc.  

A new value, δ in (10) is used to measure the PESQ im-
provement achieved by the proposed NELE algorithm.  

 

 100% 
PESQ

)PESQ-(PESQ
ref

refproc
=δ                        (10) 

 
PESQ improvement obtained in presence of both near-end 

noises is also listed in the Table 2. The results in Table 2 indi-
cate that the algorithm improves the speech quality for lower 
values of SNR (-15 dB) than its higher values (15 dB).  

Mean opinion score (MOS) in the scale of 1 to 5 was calcu-
lated for the SNR in the range -15 to 15 dB. Results tabulated 
in Table 3 also confirm an increase in speech quality. 

Table 2. Comparison of PESQ scores in the presence of train and 
speech-shaped noise. 

Table 3. Comparison of mean opinion scores in the presence of 
train and speech-shaped noise. 

SNR 
(dB) 

Mean opinion scores 

Train Speech-shaped 

-15 2.4357 2.5392 

-10 2.4851 2.7156 

-5 2.7173 2.8976 

0 3.7371 3.7465 

5 4.4935 4.5421 

10 4.7715 4.7882 

15 4.7909 4.8104 

 
 

5 CONCLUSIONS  
In this work, an algorithm is given for improving the intelligi-
bility and quality of speech signals perverted by near-end 
noise. We presented the experimental results in presence of 
train and speech-shaped near-end noises. Simulation results 
were confirmed using an audio editor tool GoldWave and 
MATLAB. Audible speech samples obtained incorporating 
masking effects are enhanced. The proposed algorithm has 
better speech intelligibility, as measured using SII, providing 
roughly 10 % increase when compared to [1] and 20 % over 
unprocessed speech signal. The increase is greater at lower 
SNR where noise dominants the speech signal. From PESQ 
results, it is revealed that the proposed algorithm increased 
speech quality also. Results indicate that the NELE leads to a 
significant increase in intelligibility without compromising on 
quality. 
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